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Attendees:   Tingyu, Diana, Doug Gardner, Adamwmit, Anthony,Beau, Bryon, Colin, Eno, Jim Wang, Jim White, Lenny, Tonyespy, Trevor, Malini

Agenda
· Security audit: Snyk report & process 
· Review of current progress for Geneva release

· Hanoi release planning
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Security Audit Progress

· https://github.com/edgexfoundry/edgex-go/issues/2439
No new issues reported by Snyk. 
Akram and x442 working on the CBOR out of memory/resources item.


Review of progress for Geneva

· https://github.com/orgs/edgexfoundry/projects/28
6 Items left in backlog
Developer scripts implies “not production”, but if these are reference to guide production users, eventually need to define network microsegments and put microservices such as that for Consul, Mongo, Redis should be placed on a restricted network.

Jim White: Revisit the Hardening guide started by David F, and update it. Publish on EdgeX site as recommendations.
Colin: If the ports that need to be protected will it break blackbox tests – Bryon – No.

Lenny is also working on go-mod-bootstrap. Tingyu sync with Lenny.
Tony: Snaps updated recently .. any other explicit issues? There was a discussion in the past to create a temp configuration object in proxy but this is a non-issue now because we are not changing configuration file. #2338 – does it need to be updated to reflect today’s reality?
Tingyu will talk to Tony offline to tell him about the PR he is working on that tackles a value change.

Bryon: Backbox tests are stable again!!
Tingyu will follow up with Andre on Redis related tests with security on.

Beau: Fuji appears to be using two different versions of consul in secure and non-secure mod. One difference is that we have security related scripts in the security version. The json config files get injected into consul through a volume.
If we have our own version of consul, why are we not keeping the config files in consul itself instead of the volume mount and injecting from there?  We could remove the volume container if we move out the config.
Trevor: Mongo config resides in the container, but recall Mongo is no longer default DB.
Beau: uncovered this issue while exploring Kuma.
Bryon: that also creates an upgrade problem.
Tingyu: future .. script to be replaced by go code.
Decision: clean up issue that we should address in current release.

#2420 – microservices too tightly coupled to configuration.
Bryon: in order to start up security a lot of the services need to be up and running.
For instance, Consul which serves as a registry, needs to be secured too. But if you bring up Vault/Proxy later, it is too late to issue a certificate etc for Consul. Messy, race conditions happening now.
Thought: have two separate docker compose files – one for set-up and then start up other services. 
Gets even more messy as we think of V2 API with more security.
Tony: in snaps we at least can do service ordering using systemd, which does not exist for docker.
Bryon: Even with Kubernetes, a lot of setup such as etcd etc are up and running already.
EVERYBODY: please take a look at this issue, something to discuss at Hanoi. It would be an ADR. Will also be discussed at core services.


Hanoi release planning

EVERYBODY: Please look at Jim White list and review security items and add any you are itnerested in.


